Estimation in Step-Stress Accelerated Life Tests for Weibull Distribution with Progressive First-Failure Censoring
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Abstract: Based on progressive first-failure censoring, step-stress partially accelerated life tests are considered when the lifetime of a product follows Weibull distribution. The maximum likelihood estimates (MLEs) are obtained for the distribution parameters and the acceleration factor. In addition, asymptotic variance and covariance matrix of the estimators are given. Furthermore, confidence intervals of the estimators are presented. The optimal stress change time for the step-stress partially accelerated life test is determined by minimizing the asymptotic variance of MLEs of the model parameters and the acceleration factor. Simulation results are carried out to study the precision of the MLEs for the parameters involved.
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1 Introduction

In reliability analysis, it is not easy to collect lifetimes on highly reliable products with very long lifetimes since very few or even no failures may occur within a limited testing time under normal operating conditions. To obtain failures quickly an accelerated life test (ALT) or partially accelerated life test (PALT) is often used. If all test units are subjected to higher than usual stress levels, then the test is called ALT. But if only some of them are run under severe condition then the test is called PALT. The information obtained from the test performed in the accelerated or partially accelerated environment is used to estimate the failure behavior of the units under normal conditions. The stress loading in an ALT can be applied in different ways. Commonly used methods are constant-stress and step-stress. Nelson \([13]\) discussed the advantages and disadvantages of each of such methods.

In constant-stress ALTs, each unit is run at constant high stress until either failure occurs or the test is terminated. In step-stress ALTs, the stress on each unit is not constant but is increased step by step at prespecified times or upon the occurrence of a fixed number of failures. When a test involves two levels of stress with the first one as the normal one and has a fixed time point for changing stress referred to as a step-stress partially ALT (SSPALT).

Partially accelerated life tests (PALTs) studied under step-stress scheme by several authors, for example, see Goel \([8]\), DeGroot and Goel \([7]\), Bhattacharyya and Soejoeti \([6]\), Bai and Chung \([2]\), Bai, Chung and Chun \([3]\), Abdel-Ghani \([1]\), Ismail and Sarhan \([10]\) and Ismail and Aly \([9]\).

In ALTs or PALTs, tests are often stopped before all units fail. The estimate from the censored data is less accurate than those from complete data. However, this is more than offset by the reduced test time and expense. The most common censoring schemes is type-II censoring. Consider \(n\) units placed on life test the experimenter terminates the experiment after a prespecified number of units \(m \leq n\) fail. In this scenario, only the smallest lifetimes are observed. Conventional type-II censoring schemes do not allow removal of units at points other than the terminal point of the experiment. A generalization of type-II censoring is the progressive type-II censoring. It is a method which enables an efficient
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exploitation of the available resources by continual removal of a prespecified number of surviving test units at each failure time. On other hand, the removal of units before failure may be intentional to save time and cost or when some items have to be removed for use in another experiment. A recent account on progressive censoring schemes can be found in the book by Balakrishnan and Aggarwala [4]. Balasooriya [5] indicated that in a situation where the lifetime of a product is quite high and test facilities are scarce but test material is relatively cheap, one can test \( k \times n \) units by testing \( n \) sets, each containing \( k \) units. The life test is then conducted by testing each of these sets of units separately until the occurrence of first failure in each set. Such a censoring scheme is called a first-failure censoring scheme. Note that a first-failure censoring scheme is terminated when the first failure in each set is observed. If an experimenter desires to remove some sets of test units before observing the first failures in these sets, the above described scheme will not be of use to the experimenter. The first-failure censoring does not allow for sets to be removed from the test at the points other than the final termination point. However, this allowance will be desirable when some sets of the surviving units in the experiment that are removed early can be used for some other tests. As in the case of accidental breakage of experimental units or loss of contact with individuals under study, the loss of test units at points other than the termination point may also be unavoidable. This paper considers a generalized censoring scheme which is progressive first-failure censoring to save more time and cost associated with testing. It allows for some sets of the surviving units to be removed from the test at each failure time. This type of censoring will be described in the next section.

The paper is organized as follows: in section 2, the progressive first-failure censoring scheme is described. In section 3, a description of the model, test procedure and its assumptions are presented. In section 4, the MLEs of the SSPALT model parameters are derived and the asymptotic confidence bounds for the model parameters are constructed based on the asymptotic distribution of MLEs. In section 5, estimation of optimal stress change time is obtained. Section 6, contains the simulation results. Conclusion is made in section 7.

2 A progressive first-failure censoring scheme

In this section, first-failure censoring is combined with progressive censoring scheme as in Wu and Kus [15]. Suppose that \( n \) independent groups with \( k \) items within each group are put on a life test. \( R_1 \) groups and the group in which the first failure is observed are randomly removed from the test as soon as the first failure \( Y_{1,m,n,k}^R \) has occurred, \( R_2 \) groups and the group in which the second failure is observed are randomly removed from the test as soon as the second failure \( Y_{2,m,n,k}^R \) has occurred, and finally when the \( m \)-th failure \( Y_{m,m,n,k}^R \) is observed, the remaining groups \( R_m \) \((m \leq n)\) are removed from the test. Then \( Y_{1,m,n,k}^R < Y_{2,m,n,k}^R < \ldots < Y_{m,m,n,k}^R \) are called progressively first-failure censored order statistics with the progressive censored scheme \( R = (R_1, R_2, \ldots, R_m) \). It is clear that \( n = m + \sum_{i=1}^{m} R_i \). If the failure times of the \( n \times k \) items originally in the test are from a continuous population with distribution function \( F \) and probability density function \( f \), the joint probability density function for \( Y_{1,m,n,k}^R, Y_{2,m,n,k}^R, \ldots, Y_{m,m,n,k}^R \) is given by Wu and Kus [15] as follows:

\[
\begin{align*}
\prod_{i=1}^{m} f(y_{i,m,n,k}^R) \left[ 1 - F(y_{i,m,n,k}^R) \right]^{(R_i+1)-1}, \\
0 < y_{1,m,n,k}^R < y_{2,m,n,k}^R < \ldots < y_{m,m,n,k}^R < \infty,
\end{align*}
\]

where

\[
A = n(n-R_1-1)(n-R_1-R_2-2) \ldots (n-R_1-R_2-\ldots-R_{m-1}-m+1).
\]

This censoring scheme has advantages in terms of reducing test time, in which more items are used but only \( m \) of \( n \times k \) items are failures. Note that using the above notation, some censoring rules can be accommodated such as the first-failure censored order statistics when \( R = (0,0,\ldots,0) \), a progressive type-II censored order statistics when \( k = 1 \), a usual type-II censored order statistics when \( k = 1 \) and \( R = (0,0,\ldots,n-m) \), and complete sample case if \( k = 1 \) and \( R = (0,0,\ldots,0) \), with \( n = m \). Also, it should be noted that the progressive first-failure censored sample \( Y_{1,m,n,k}^R, Y_{2,m,n,k}^R, \ldots, Y_{m,m,n,k}^R \) with distribution function \( F(y) \), can be viewed as a progressive type-II censored sample from a population with distribution function \( 1 - (1 - F(y))^k \).
3 Model description

3.1 Weibull distribution

Assume that the random variable \( Y \) representing the lifetime of a product has Weibull distribution with shape and scale parameters as \( \alpha \) and \( \lambda \) respectively. So, the probability density function (pdf) of \( Y \) is

\[
f(y) = \frac{\alpha}{\lambda} \left( \frac{y}{\lambda} \right)^{\alpha-1} e^{-\left(\frac{y}{\lambda}\right)^\alpha}, \quad y > 0, \ \alpha > 0, \ \lambda > 0.
\] (2)

Weibull distribution is one of the most common distributions which are used to analyze several lifetime data. Its hazard function can be increasing, decreasing and constant depending on the value of the shape parameter. The distribution function of the Weibull distribution is given by:

\[
F(y) = 1 - e^{-\left(\frac{y}{\lambda}\right)^\alpha},
\] (3)

and the corresponding failure rate function is given by:

\[
h(y) = \frac{\alpha}{\lambda} \left( \frac{y}{\lambda} \right)^{\alpha-1}.
\] (4)

3.2 Assumptions and test procedure

The following assumptions are used throughout the paper in the framework of SSPALT:

1. \( n \) identical and independent groups with \( k \) items within each group are put on a life test.
2. The lifetime of each unit has Weibull distribution.
3. The test is terminated at the \( m \)-th failure, where \( m \) is prefixed \((m \leq n)\).
4. Each of the \( n \times k \) units is first run under normal use condition. If it does not fail or remove from the test by a prespecified time \( \tau \), it is put under accelerated condition.
5. At the \( i \)-th failure a random number of the surviving groups \( R_i, i = 1, 2, ..., m - 1 \), and the group in which the failure \( Y_{i,m,n,k}^R \) has occurred are randomly selected and removed from the test. Finally, at the \( m \)-th failure the remaining surviving groups \( R_m = n - m - \sum_{i=1}^{m-1} R_i \) are all removed from the test and the test is terminated.
6. Let \( n_1 \) be the number of failures before time \( \tau \) at normal condition, and \( n_2 \) be the number of failures after time \( \tau \) at stress condition, with these notations the observed progressive first-failure censored data are

\[
y_{1,m,n,k}^R < ... < y_{n_1,m,n,k}^R < \tau < y_{n_1+1,m,n,k}^R < ... < y_{m,m,n,k}^R,
\]

where \( R = (R_1, R_2, ..., R_m) \) and \( \sum_{i=1}^{m} R_i = n - m \).
7. The tampered random variable (TRV) model holds. It was proposed by DeGroot and Goel [7]. According to tampered random variable model the lifetime of a unit under SSPALT can be written as:

\[
Y = \begin{cases} 
T, & \text{if } T \leq \tau, \\
\tau + (T - \tau) / \beta, & \text{if } T > \tau.
\end{cases}
\] (5)

Where \( T \) is the lifetime of the unit under normal condition, \( \tau \) is the stress change time and \( \beta \) is the acceleration factor \((\beta > 1)\).
8. From the (TRV) model in (5), the pdf of \( Y \) under SSPALT can be given by:

\[
f(y) = \begin{cases} 
0, & y < 0, \\
f_1(y) = \frac{\alpha}{\lambda} \left( \frac{y}{\lambda} \right)^{\alpha-1} e^{-\left(\frac{y}{\lambda}\right)^\alpha}, & 0 \leq y \leq \tau, \\
f_2(y) = \frac{\beta \alpha}{\lambda} \left( \frac{\beta(y-\tau)+\tau}{\lambda} \right)^{\alpha-1} e^{-\left(\frac{\beta(y-\tau)+\tau}{\lambda}\right)^\alpha}, & \tau < y < \infty.
\end{cases}
\] (6)

Where \( f_1(y) \) as given in equation (2) and \( f_2(y) \) is obtained by the transformation variable technique by using \( f_1(y) \) and the model in (5).
4 Parameters estimation

The idea behind maximum likelihood parameter estimation is to determine the parameters that maximize the probability (likelihood) of the sample data. From a statistical point of view, the method of maximum likelihood is considered to be more robust and yields estimators with good statistical properties. In other words, maximum likelihood methods are versatile and apply to most models and to different types of data. In addition, they provide efficient methods for quantifying uncertainty through confidence bounds. Although the methodology for maximum likelihood estimation is simple, the implementation is mathematically intense. Using today’s computer power, however, mathematical complexity is not a big obstacle. Since these estimators do not always exist in closed form, numerical techniques are used to compute them such as Newton Raphson.

This section discusses the process of obtaining point and interval estimations of the parameters \( \alpha \), \( \lambda \) and \( \beta \) based on progressive first-failure censored data under SSPALT.

4.1 Point estimation

In this subsection, the maximum likelihood estimators of the model parameters are obtained. Let \( y_i = \frac{n_i}{\tau < \cdots < y_{n_1+1} < \cdots < y_m} \) be the observed values of the lifetime \( Y \) obtained from a progressive first-failure censoring scheme under SSPALT, with censored scheme \( R = (R_1, R_2, \ldots, R_m) \). Then the maximum likelihood function of the observations \( y_1 < \cdots < y_{n_1} < \tau < y_{n_1+1} < \cdots < y_m \), takes the following form

\[
L(\alpha, \lambda, \beta) = Ak^m \prod_{i=1}^{m} f_1(y_i) [1 - F_1(y_i)]^{k(R_i+1) - 1} \prod_{i=n_1+1}^{m} f_2(y_i) [1 - F_2(y_i)]^{k(R_i+1) - 1},
\]

where \( A \) is given by (1). From (6) in (7), we get

\[
L(\alpha, \lambda, \beta) = Ak^m \prod_{i=1}^{m} \left\{ \frac{\alpha}{\lambda} \left( \frac{y_i}{\lambda} \right)^{\alpha-1} e^{-k(R_i+1)(y_i/\lambda)^\alpha} \right\} \times \prod_{i=n_1+1}^{m} \left\{ \beta \frac{\alpha}{\lambda} \left( \frac{\beta(y_i - \tau) + \tau}{\lambda} \right)^{\alpha-1} e^{-k(R_i+1)(\beta(y_i - \tau)/\lambda)} \right\}.
\]

The log-likelihood function may then be written as:

\[
\ell(\alpha, \lambda, \beta) = \log Ak^m + m \log \alpha - \alpha m \log \lambda + (m - n_1) \log \beta + (\alpha - 1) \sum_{i=1}^{n_1} (R_i + 1) y_i^\alpha
\]

\[
+ (\alpha - 1) \sum_{i=n_1+1}^{m} \log [\beta(y_i - \tau) + \tau] - \frac{k}{\lambda} \sum_{i=n_1+1}^{m} (R_i + 1) [\beta(y_i - \tau) + \tau]^\alpha,
\]

and thus we have the likelihood equations for \( \alpha \), \( \lambda \) and \( \beta \) respectively as:

\[
\frac{\partial \ell(\alpha, \lambda, \beta)}{\partial \alpha} = \frac{m}{\alpha} - m \log \lambda + \sum_{i=1}^{n_1} \log y_i - \frac{k}{\lambda} \sum_{i=1}^{n_1} (R_i + 1) y_i^\alpha \log y_i + \frac{k \log \lambda}{\lambda^\alpha} \sum_{i=1}^{n_1} (R_i + 1) y_i^\alpha + \sum_{i=n_1+1}^{m} \log [\beta(y_i - \tau) + \tau] + \frac{k \log \lambda}{\lambda^\alpha} \sum_{i=n_1+1}^{m} (R_i + 1) [\beta(y_i - \tau) + \tau]^\alpha - \frac{k}{\lambda} \sum_{i=n_1+1}^{m} (R_i + 1) [\beta(y_i - \tau) + \tau]^\alpha \log [\beta(y_i - \tau) + \tau],
\]

\[
\frac{\partial \ell(\alpha, \lambda, \beta)}{\partial \lambda} = -\frac{m}{\alpha} + \frac{k \alpha}{\lambda^\alpha} \sum_{i=1}^{n_1} (R_i + 1) y_i^\alpha + \frac{k \alpha}{\lambda^\alpha} \sum_{i=n_1+1}^{m} (R_i + 1) [\beta(y_i - \tau) + \tau]^\alpha,
\]

\[
\frac{\partial \ell(\alpha, \lambda, \beta)}{\partial \beta} = \frac{m - n_1}{\beta} + (\alpha - 1) \sum_{i=n_1+1}^{m} \frac{(y_i - \tau)}{[\beta(y_i - \tau) + \tau]^\alpha} + \frac{k \alpha}{\lambda^\alpha} \sum_{i=n_1+1}^{m} (R_i + 1)(y_i - \tau) [\beta(y_i - \tau) + \tau]^\alpha - 1.
\]

Now, we have a system of three nonlinear equations in three unknowns \( \alpha \), \( \lambda \) and \( \beta \). It is clear that a closed form solution is very difficult to obtain. Therefore, an iterative procedure such as Newton Raphson can be used to find a numerical solution of the above nonlinear system.
4.2 Interval estimation

In this subsection, the approximate confidence intervals of the parameters are derived based on the asymptotic distributions of the MLEs of the elements of the vector of unknown parameters \( \Theta = (\alpha, \lambda, \beta) \). It is known that the asymptotic distribution of the MLEs of \( \Theta \) is given by Miller [12],

\[
(\hat{\alpha} - \alpha), (\hat{\lambda} - \lambda), (\hat{\beta} - \beta) \rightarrow N \left( 0, I^{-1}(\alpha, \lambda, \beta) \right),
\]

where \( I^{-1}(\alpha, \lambda, \beta) \) is the variance-covariance matrix of the unknown parameters \( \Theta = (\alpha, \lambda, \beta) \). The elements of the \( 3 \times 3 \) matrix \( I^{-1}(\alpha, \lambda, \beta), i, j = 1, 2, 3; \) can be approximated by \( I_{ij}(\hat{\alpha}, \hat{\lambda}, \hat{\beta}) \), where

\[
I_{ij}(\hat{\Theta}) = -\frac{\partial^2 \ell(\Theta)}{\partial \theta_i \partial \theta_j} |_{\theta = \hat{\theta}},
\]

from equation (9), we get the following

\[
\frac{\partial^2 \ell(\Theta)}{\partial^2 \alpha} = -\frac{m}{\alpha^2} - \frac{k}{\lambda \alpha} \sum_{i=1}^{m} (R_i + 1)y_i^\alpha (\log y_i)^2 + \frac{2k \log \lambda}{\lambda \alpha} \sum_{i=1}^{m} (R_i + 1)y_i^\alpha \log y_i - \frac{k (\log \lambda)^2}{\lambda \alpha}
\]

\[
\times \sum_{i=1}^{m} (R_i + 1)y_i^\alpha - \frac{k}{\lambda \alpha} \sum_{i=m+1}^{n} (R_i + 1) \left[ \beta (y_i - \tau) + \tau \right]^\alpha (\log [\beta (y_i - \tau) + \tau])^2
\]

\[
+ \frac{2k \log \lambda}{\lambda \alpha} \sum_{i=m+1}^{n} (R_i + 1) \left[ \beta (y_i - \tau) + \tau \right]^\alpha \log [\beta (y_i - \tau) + \tau] - \frac{k}{\lambda \alpha} (\log \lambda)^2
\]

\[
\times \sum_{i=m+1}^{n} (R_i + 1) \left[ \beta (y_i - \tau) + \tau \right]^\alpha,
\]

(13)

\[
\frac{\partial^2 \ell(\Theta)}{\partial^2 \lambda} = \frac{\alpha m}{\lambda^2} - \frac{k \alpha (\alpha + 1)}{\lambda^{\alpha+2}} \sum_{i=1}^{m} (R_i + 1)y_i^\alpha - \frac{k \alpha (\alpha + 1)}{\lambda^{\alpha+2}} (R_i + 1) \left[ \beta (y_i - \tau) + \tau \right]^\alpha,
\]

(14)

\[
\frac{\partial^2 \ell(\Theta)}{\partial^2 \beta} = -\frac{(m-n_1)}{\beta^2} - \frac{k \alpha (\alpha - 1)}{\lambda^\alpha} \sum_{i=n_1+1}^{m} (R_i + 1)(y_i - \tau)^2 [\beta (y_i - \tau) + \tau]^{\alpha-2}
\]

\[
- (\alpha - 1) \sum_{i=n_1+1}^{m} \frac{(y_i - \tau)^2}{[\beta (y_i - \tau) + \tau]^2},
\]

(15)

\[
\frac{\partial^2 \ell(\Theta)}{\partial \alpha \partial \lambda} = -\frac{m}{\lambda} + \frac{k \alpha}{\lambda^{\alpha+1}} \sum_{i=1}^{m} (R_i + 1)y_i^\alpha \log y_i - \frac{k \alpha \log \lambda}{\lambda^{\alpha+1}} \sum_{i=1}^{m} (R_i + 1)y_i^\alpha
\]

\[
+ \frac{k}{\lambda^{\alpha+1}} \sum_{i=1}^{m} (R_i + 1)y_i^\alpha + \frac{k}{\lambda^{\alpha+1}} \left( 1 - \alpha \log \lambda \right) \sum_{i=n_1+1}^{m} (R_i + 1) \left[ \beta (y_i - \tau) + \tau \right]^\alpha
\]

\[
+ \frac{k \alpha}{\lambda^{\alpha+1}} \sum_{i=n_1+1}^{m} (R_i + 1) \left[ \beta (y_i - \tau) + \tau \right]^\alpha \log [\beta (y_i - \tau) + \tau],
\]

(16)

\[
\frac{\partial^2 \ell(\Theta)}{\partial \beta \partial \alpha} = \sum_{i=n_1+1}^{m} \frac{(y_i - \tau)}{[\beta (y_i - \tau) + \tau]^2} + \frac{k (\alpha \log \lambda - 1)}{\lambda^\alpha} \sum_{i=n_1+1}^{m} (R_i + 1)(y_i - \tau) \left[ \beta (y_i - \tau) + \tau \right]^{\alpha-1}
\]

\[
- \frac{k \alpha}{\lambda^\alpha} \sum_{i=n_1+1}^{m} (R_i + 1)(y_i - \tau) \left[ \beta (y_i - \tau) + \tau \right]^{\alpha-1} \log [\beta (y_i - \tau) + \tau],
\]

(17)

and

\[
\frac{\partial^2 \ell(\Theta)}{\partial \lambda \partial \beta} = \frac{k \alpha^2}{\lambda^{\alpha+1}} \sum_{i=n_1+1}^{m} (R_i + 1)(y_i - \tau) \left[ \beta (y_i - \tau) + \tau \right]^{\alpha-1}.
\]

(18)
4.2.1 Approximate confidence intervals

For large value of effective sample size \( m \), the approximate 100 \( (1 - \gamma) \)% two sided confidence intervals for \( \alpha \), \( \lambda \) and \( \beta \) are respectively given by

\[
\begin{bmatrix}
\alpha, \alpha^* \\
\hat{\alpha} \pm Z_{1 - \frac{\gamma}{2}} \sqrt{I_{11}^{-1}(\hat{\alpha})}
\end{bmatrix}, \quad (19)
\]

\[
\begin{bmatrix}
\lambda, \lambda^* \\
\hat{\lambda} \pm Z_{1 - \frac{\gamma}{2}} \sqrt{I_{22}^{-1}(\hat{\lambda})}
\end{bmatrix}, \quad (20)
\]

\[
\begin{bmatrix}
\beta, \beta^* \\
\hat{\beta} \pm Z_{1 - \frac{\gamma}{2}} \sqrt{I_{33}^{-1}(\hat{\beta})}
\end{bmatrix}, \quad (21)
\]

Where \( Z_q \) is the 100\( q \)-th percentile of a standard normal distribution.

The problem with applying normal approximation of the MLE is that when the sample size is small, the normal approximation may be poor. However, a different transformation of the MLE can be used to correct the inadequate performance of the normal approximation. Since the parameters of interest \( \alpha \), \( \lambda \) and \( \beta \) are positive parameters, log-transformation can be considered. Based on the normal approximation of the log-transformed MLE (Meeker and Escobar [11]), the approximate 100 \( (1 - \gamma) \)% confidence interval for \( \alpha \), \( \lambda \) and \( \beta \) are respectively given by

\[
\begin{bmatrix}
\alpha, \alpha^* \\
\exp \left( \frac{Z_{1 - \frac{\gamma}{2}} \sqrt{I_{11}^{-1}(\hat{\alpha})}}{\hat{\alpha}} \right)
\end{bmatrix}, \quad (22)
\]

\[
\begin{bmatrix}
\lambda, \lambda^* \\
\exp \left( \frac{Z_{1 - \frac{\gamma}{2}} \sqrt{I_{22}^{-1}(\hat{\lambda})}}{\hat{\lambda}} \right)\hat{\lambda}
\end{bmatrix}, \quad (23)
\]

\[
\begin{bmatrix}
\beta, \beta^* \\
\exp \left( \frac{Z_{1 - \frac{\gamma}{2}} \sqrt{I_{33}^{-1}(\hat{\beta})}}{\hat{\beta}} \right)\hat{\beta}
\end{bmatrix}, \quad (24)
\]

5 Estimation of optimal stress change time

In this section, the optimal change stress time \( \tau^* \) is found by minimizing the asymptotic variance of MLEs of the model parameters and the acceleration factor. The asymptotic variance of \( \hat{\alpha} \), \( \hat{\lambda} \) and \( \hat{\beta} \) is given by the diagonal entries of the inverse of the Fisher information matrix. FindMinimum option of Mathematica 7 is used to find the time \( \tau^* \) which minimize the asymptotic variance of MLEs of the model parameters and the acceleration factor. Assume that the true values of the population parameters and the acceleration factor are \( \alpha = 0.4 \), \( \lambda = 0.7 \) and \( \beta = 1.2 \), then for \( k = 2 \), \( n = 25 \), \( m = 10 \) and C.S I, the optimal value of \( \tau \) is obtained by using FindMinimum option of Mathematica 7 is \( \tau^* = 1.1261 \).

6 Simulation studies

In this section, simulation studies are conducted to investigate the performances of the maximum likelihood estimators (MLEs) in terms of their biases and mean square errors (MSEs) for different choices of \( n \), \( m \), \( k \) and \( \tau \) values. Also, the 99\% and 95\% asymptotic confidence intervals based on the asymptotic distribution of the MLEs are computed. Three progressive censoring schemes are considered:

\[
scheme{I}: R_1 = n - m, R_2 = 0, \ldots, R_m = 0,
\]
scheme II : \( R_1 = 0, R_2 = 0, \ldots, R_m = n - m, \)

\[
\begin{align*}
R_1 &= \frac{n - m}{2} - i, & i = 1, 2, \ldots, \frac{m + 1}{2}, & \text{if } m \text{ odd} \\
R_2 &= \frac{n - m}{2} - i, & i = 1, 2, \ldots, \frac{m}{2}, & \text{if } m \text{ even}
\end{align*}
\]

The estimation procedure is performed according to the following algorithm:

1. Specify the values of \( n, m, k \) and \( \tau \).
2. Specify the values of the parameters \( \alpha, \lambda \) and \( \beta \).
3. Generate a random sample of size \( n \times k \) from the random variable \( Y \) given by equation (5) and sort it. The Weibull random variable can be easily generated. For example, if \( U \) represents a uniform random variable from \([0,1]\), then \( Y = -\ln(1-U)^{1/\alpha} \) has Weibull distribution with pdf given by equation (2) if \( y \leq \tau \). But if \( y > \tau \) then \( Y = \tau + \frac{-\ln(1-U)^{1/\alpha}-\tau}{\beta} \) has Weibull distribution with pdf given by equation (6).
4. Use the model given by equation (6) to generate progressively first-failure censored data for given \( n, m, \) the set of data can be considered:
   \[
   Y_{1,m,n,k} < \ldots < Y_{n,m,n,k} < \tau < Y_{n+1,m,n,k} < \ldots < Y_{m,n,k}
   \]
   where \( R = (R_1, R_2, \ldots, R_m) \) and \( \sum_{i=1}^{m} R_i = n - m \).
5. Use the progressive first-failure censored data to compute the MLEs of the model parameters. The Newton Raphson method is applied for solving the nonlinear system to obtain the MLEs of the parameters.
6. Replicate the steps 3 - 5, 1000 times.
7. Compute the average values of biases and the mean square errors (MSEs) associated with the MLEs of the parameters.
8. Estimate the asymptotic variances of the estimators of model parameters.
9. Compute the approximate confidence bounds with confidence levels 95% and 99% for the three parameters of the model.
10. Steps 1-9 are done with different values of \( n, m, k \) and \( \tau \).

Table 1

<table>
<thead>
<tr>
<th>( k )</th>
<th>( n )</th>
<th>( C )</th>
<th>Bias of ( \alpha )</th>
<th>MSE of ( \alpha )</th>
<th>Bias of ( \lambda )</th>
<th>MSE of ( \lambda )</th>
<th>Bias of ( \beta )</th>
<th>MSE of ( \beta )</th>
<th>99% CI of ( \alpha )</th>
<th>99% CI of ( \lambda )</th>
<th>99% CI of ( \beta )</th>
<th>95% CI of ( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>15</td>
<td>0.2198</td>
<td>0.0480</td>
<td>0.498</td>
<td>0.2498</td>
<td>0.1116</td>
<td>0.0191</td>
<td>0.324.1179</td>
<td>0.197.1370</td>
<td>0.502.2395</td>
<td>0.634.2000</td>
</tr>
<tr>
<td>11</td>
<td>0.1205</td>
<td>0.0344</td>
<td>0.4279</td>
<td>0.2471</td>
<td>0.0764</td>
<td>0.1885</td>
<td>0.197.1370</td>
<td>0.249.1087</td>
<td>0.502.2395</td>
<td>0.634.2000</td>
<td>0.285.4236</td>
<td>0.395.3190</td>
</tr>
<tr>
<td>11</td>
<td>0.1205</td>
<td>0.0344</td>
<td>0.4279</td>
<td>0.2471</td>
<td>0.0764</td>
<td>0.1885</td>
<td>0.197.1370</td>
<td>0.249.1087</td>
<td>0.502.2395</td>
<td>0.634.2000</td>
<td>0.285.4236</td>
<td>0.395.3190</td>
</tr>
<tr>
<td>0.0157</td>
<td>0.0112</td>
<td>0.1332</td>
<td>0.0774</td>
<td>0.0490</td>
<td>0.0102</td>
<td>0.107.1612</td>
<td>0.148.1666</td>
<td>0.206.0369</td>
<td>0.308.2488</td>
<td>0.447.3481</td>
<td>0.571.2729</td>
<td></td>
</tr>
<tr>
<td>0.0171</td>
<td>0.0158</td>
<td>0.3733</td>
<td>0.1467</td>
<td>0.1923</td>
<td>0.1121</td>
<td>0.131.651</td>
<td>0.159.538</td>
<td>0.648.717</td>
<td>0.750.535</td>
<td>0.726.2669</td>
<td>0.848.2285</td>
<td></td>
</tr>
<tr>
<td>0.0525</td>
<td>0.0056</td>
<td>0.0504</td>
<td>0.0371</td>
<td>0.1939</td>
<td>0.0384</td>
<td>0.106.1131</td>
<td>0.141.853</td>
<td>0.205.5210</td>
<td>0.299.881</td>
<td>0.875.219</td>
<td>0.978.988</td>
<td></td>
</tr>
<tr>
<td>0.0536</td>
<td>0.0054</td>
<td>0.0406</td>
<td>0.0327</td>
<td>0.1847</td>
<td>0.0343</td>
<td>0.076.768</td>
<td>0.024.667</td>
<td>0.191.1673</td>
<td>0.030.1450</td>
<td>0.834.935</td>
<td>0.965.1803</td>
<td></td>
</tr>
<tr>
<td>0.0074</td>
<td>0.0078</td>
<td>0.1179</td>
<td>0.0392</td>
<td>0.0480</td>
<td>0.0084</td>
<td>0.014.869</td>
<td>0.090.764</td>
<td>0.016.168</td>
<td>0.208.1427</td>
<td>0.245.2250</td>
<td>0.485.2010</td>
<td></td>
</tr>
<tr>
<td>0.0084</td>
<td>0.0107</td>
<td>0.0162</td>
<td>0.0162</td>
<td>0.0297</td>
<td>0.065.558</td>
<td>0.125.499</td>
<td>0.421.599</td>
<td>0.562.1458</td>
<td>0.541.2182</td>
<td>0.737.1996</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0536</td>
<td>0.0054</td>
<td>0.0406</td>
<td>0.0327</td>
<td>0.1847</td>
<td>0.0343</td>
<td>0.076.768</td>
<td>0.024.667</td>
<td>0.191.1673</td>
<td>0.030.1450</td>
<td>0.834.935</td>
<td>0.965.1803</td>
<td></td>
</tr>
<tr>
<td>0.0499</td>
<td>0.0025</td>
<td>0.1098</td>
<td>0.0120</td>
<td>0.0214</td>
<td>0.0016</td>
<td>0.199.700</td>
<td>0.259.640</td>
<td>0.331.288</td>
<td>0.445.174</td>
<td>0.550.200</td>
<td>0.548.1808</td>
<td></td>
</tr>
<tr>
<td>0.0618</td>
<td>0.0058</td>
<td>0.2080</td>
<td>0.0560</td>
<td>0.1567</td>
<td>0.0257</td>
<td>0.190.485</td>
<td>0.225.450</td>
<td>0.723.1092</td>
<td>0.767.1048</td>
<td>0.588.1252</td>
<td>0.771.941</td>
<td></td>
</tr>
<tr>
<td>0.0326</td>
<td>0.0020</td>
<td>0.1096</td>
<td>0.0120</td>
<td>0.0273</td>
<td>0.0076</td>
<td>0.085.779</td>
<td>0.168.696</td>
<td>0.148.1471</td>
<td>0.306.1313</td>
<td>0.203.2251</td>
<td>0.447.2006</td>
<td></td>
</tr>
<tr>
<td>0.0847</td>
<td>0.0109</td>
<td>0.1080</td>
<td>0.0116</td>
<td>0.0104</td>
<td>0.0005</td>
<td>0.264.623</td>
<td>0.397.380</td>
<td>0.302.123</td>
<td>0.499.116</td>
<td>0.511.969</td>
<td>0.678.714</td>
<td></td>
</tr>
<tr>
<td>0.0254</td>
<td>0.0020</td>
<td>0.1032</td>
<td>0.0202</td>
<td>0.1171</td>
<td>0.0229</td>
<td>0.176.572</td>
<td>0.224.524</td>
<td>0.592.1013</td>
<td>0.643.963</td>
<td>0.245.3892</td>
<td>0.501.233</td>
<td></td>
</tr>
<tr>
<td>0.0369</td>
<td>0.0013</td>
<td>0.0978</td>
<td>0.0096</td>
<td>0.0129</td>
<td>0.0012</td>
<td>0.192.605</td>
<td>0.251.626</td>
<td>0.308.1286</td>
<td>0.425.1469</td>
<td>0.211.1622</td>
<td>0.444.1929</td>
<td></td>
</tr>
</tbody>
</table>

7 Conclusion

Censoring is a common phenomenon in life testing and reliability studies. The subject of progressive censoring has received considerable attention in the past few years, due in part to the availability of high speed computing resources,
which makes it both a feasible topic for simulation studies for researchers and a feasible method of gathering lifetime data for practitioners. It has been illustrated by Viveros and Balakrishnan [14] that the inference is feasible and practical when the sample data are gathered according to a type-II progressively censored experimental scheme. Balasooriya [5] indicated that in a situation where the lifetime of a product is quite high and test facilities are scarce but test material is relatively cheap, one can test $k \times n$ units by testing $n$ sets, each containing $k$ units. Such a censoring scheme is called a first-failure censoring scheme. Wu and Kus [15] combined the first-failure censoring with progressive censoring to develop a new life test plan called a progressive first-failure censoring plan.

In this paper, we considered the classical inference procedure for the unknown parameters of the Weibull distribution
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\((\alpha, \lambda)\) and the acceleration factor \((\beta)\) when the data are progressive first-failure censored from step-stress partially accelerated life tests. It is observed that the maximum likelihood estimators can not be obtained in closed form and we proposed to use the Newton Raphson as an iterative method to compute them. The approximate confidence intervals of the model parameters are also constructed. The calculations are worked out based on different sample sizes \((n \times k)\), different stress change time \((\tau)\) and three different progressive censoring schemes \((I, II, III)\). The performances of the estimators are investigated by Monte Carlo simulations and it is observed that they are quite satisfactory. The results shown that the MSEs of the three estimators \(\hat{\alpha}, \hat{\lambda}\) and \(\hat{\beta}\) are decreasing when the sample size is increasing. The MSEs of \(\hat{\alpha}\) are less than those of both \(\hat{\lambda}\) and \(\hat{\beta}\). We also see that as \(\tau\) increases the MSEs for \(\hat{\alpha}\) decrease. On the other hand, for \(k = 1\), the MSEs for \(\hat{\beta}\) increase as \(\tau\) increases and the MSEs for \(\hat{\lambda}\) decrease as \(\tau\) increases. But for \(k = 2\), the MSEs for \(\hat{\beta}\) decrease as \(\tau\) increases and the MSEs for \(\hat{\lambda}\) increase as \(\tau\) increases. It is hard to decide on which censoring scheme is the beast. In Table 1, by comparing the values of the MSEs of the estimators \(\hat{\alpha}, \hat{\lambda}\) and \(\hat{\beta}\) for each censoring scheme, we conclude that for \(k = 1\), the beast censoring scheme for both \(\alpha\) and \(\lambda\) is \(III\), and the beast censoring scheme for \(\beta\) is \(I\). For \(k = 2\), the beast censoring scheme for both \(\alpha\) and \(\beta\) is \(II\), and the beast censoring scheme for \(\lambda\) is \(III\). In Table 2, we conclude that for \(k = 1\), the beast censoring scheme for both \(\lambda\) and \(\beta\) is \(I\), and the beast censoring scheme for \(\alpha\) is \(III\). For \(k = 2\), the beast censoring scheme for both \(\alpha\) and \(\lambda\) is \(I\), and the beast censoring scheme for \(\beta\) is \(III\). Finally, for the interval estimation of the three parameters the second scheme \((II)\), in which censoring occurs after the last observed failures, gives lower lengths than the other two schemes except for some few cases. This may be due to fluctuation in data.
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